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Abstract
Level set methods are widely used in image processing and computer vision for image segmentation, which involves dividing a digital image into multiple segments. The Distance Regularized 

Level Set Evolution (DRLSE) model [1] introduces distance regularization to avoid reinitialization, which was previously proposed to address numerical instabilities, as reinitialization requires a lot 

of computation. The DRLSE model partitions an image into two parts based on the zero level contour. By modifying the ratio between the length and area of the level set function (LSF), we discuss 

the geometric meaning of the DRLSE model and show that it performs well on circular objects. We also propose a suitable initial LSF to address the issue of sensitivity and set a stopping condition 

to maintain the desired shape of the LSF during evolution. The results demonstrate that our remedy can address the rounding error issue to some degree.

Problem description

References Conclusions

 The Gaussian filter can smooth images, preventing the distance regularization term from significantly affecting 

the LSF evolution and maintaining the desired LSF shape. 

 The length and area terms have geometric meanings, and setting a small length and relatively large area can 

successfully segment circular objects.

 The DRLSE model is sensitive to its initial LSF, but a rectangle slightly smaller than the image could be a 

suitable initial LSF. 

 Our method can partially address the rounding error issue, but in practice there could still be circumstances when 

the level set method does not produce desired segmentation.

Many research studies [2] [3] use variational 

methods for image segmentation with an 

available energy functional. The functional is 

minimized and transformed into an ODE. The 

procedure is illustrated in the flowchart below.

Results and discussion

• Geometric meaning

In 2(b), the length term dominates with a twisted 

contour as its geometric meaning, while in 2(d), 

the area term dominates with a circular contour as 

its geometric meaning. The length term and area 

term have distinct mathematical meanings. 

• Necessary for Gaussian smoothing 

The advantage of a Gaussian filter is that it can smooth images, which prevents the strong effects of the first 

term in our DRLSE model. In 1(d), without Gaussian filter, the LSF could not maintain a desired shape.

• Limitation of initial LSF

In 3(b), the evolution caused rectangles to combine and expand 

out of the image. In 3(d), a circle appeared in the segmentation 

result that was not present in the initial LSF. Therefore, the 

DRLSE model is sensitive to the initial LSF. Fortunately, we 

found a proper initial LSF that can handle many cases.

• Remedy for rounding error 

A large number of iterations can lead to unstable segmentation results, as shown in 

Fig. 4(b). To avoid this, we propose a stopping condition based on the 2-norm of the 

difference between previous and new evolutions. If the 2-norm is less than a given 

tolerance, we stop the iterations. Note that the tolerance needs to be chosen carefully. 

• Exhibition
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• Minimizing the energy functional

We aim to minimize an energy functional [1] that incorporates 

a level set regularization term, a contour length term, and a 

term for the area enclosed by the contour. Let 𝜑 be the LSF.
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Note that 𝐺𝜎 is a Gaussian kernel with a deviation 𝜎 and I is the image.
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To obtain the main ODE as below, the energy functional above 

is minimized and we use the gradient flow equation [4]:

𝜕φ
𝜕𝑡

= μ 𝑑𝑖𝑣(𝑑𝑝(|𝛻φ|)𝛻φ)+λ δ φ 𝑑𝑖𝑣(𝑔
𝛻φ
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) +α 𝑔δ φ

where 𝑑𝑝(𝑠) = 𝑝′(𝑠)/𝑠

• Discretizing the main equation

The main equation in time is discretized using forward-Euler method, which leads 

to the key step in the DRLSE model:

φ𝑛−φ𝑛−1

∆𝑡
= μ 𝑑𝑖𝑣(𝑑𝑝(|𝛻φ𝑛−1|)𝛻φ𝑛−1)+λ δ φ𝑛−1 𝑑𝑖𝑣(𝑔

𝛻φ𝑛−1

|𝛻φ𝑛−1|
) +α 𝑔δ φ𝑛−1

The first term is the distance regularization term, satisfying the CFL condition, 

𝜇∆𝑡 < 0.25. The second and third terms are the length and area terms, respectively. 

The initial LSF is crucial in the DRLSE model, which influences the segmentation 

performance. The evolution of the LSF is illustrated below.

• Gaussian smoothing images

We preprocess images by converting them to gray level followed by Gaussian 

smoothing. Note that BSD500 is a dataset.

4(a)                                       4(b)                                       4(c)

Fig 4. Resolution: 467 × 659. Set ∆𝑡 = 2, 𝜇 = 0.24/∆𝑡, binary step 𝑐0 = 2, λ = 1, α = −2. 

(a) proper initial LSF. (b) 2300 iterations. (c) Set tolerance = 10, after 990 iterations.
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Fig 5. Resolution: 319 × 383. Set ∆𝑡 = 2, 𝜇 = 0.24/∆𝑡, binary step 𝑐0 = 2, λ = 3, α = −3. (a)

original image. (b) proper initial LSF. (c) Set tolerance = 5, after 700 iterations.

Fig 6. Resolution: 481 × 321. Set ∆𝑡 = 2, 𝜇 = 0.24/∆𝑡, binary step 𝑐0 = 2, λ = 5, α =
− 3. (a) original image. (b) proper initial LSF. (c) Set tolerance = 10, after 490 iterations.
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Fig 1. Resolution: 467 × 659. Set ∆𝑡 = 2, 𝜇 = 0.24/∆𝑡, λ = 3, α = 3, binary step 𝑐0 = 2. (a) The difference between 

the original image and the image after Gaussian smoothing. (b) initial LSF. (c) 100 iterations with Gaussian filter. (d) 

100 iterations without Gaussian filter.
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Fig 2. Resolution: 467 × 659. Set ∆𝑡 = 2, 𝜇 = 0.24/∆𝑡, binary step 𝑐0 = 2. (a) initial LSF. (b) Set λ = 5, α = 3. 100 

iterations. (c) initial LSF. (d) Set λ = 3/4, α = −3. 40 iterations.
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Fig 3. Resolution: 467 × 659. Set ∆𝑡 = 2, 𝜇 = 0.24/∆𝑡, binary step 𝑐0 = 2. (a) initial LSF. (b) Set λ = 5, α = −3. 60 

iterations. (c) initial LSF. (d) Set λ = 5, α = −3. 1500 iterations.
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