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In recent years, the problem of style transfer has become increasingly complex. Due to the mixture of too many styles, the original content image often becomes blurry and requires precise processing. Additionally, the data of 

color images is relatively large, resulting in various issues in calculation and storage, such as slow convergence and large space occupation. Therefore, this paper aims to explore how to use compression technology for style 

transfer, in order to achieve more efficient and precise image processing. At the same time, we also explore how to make the input content image of a person more striking, thereby improving the effectiveness of image 

processing.
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Style Transfer Compression

This study utilizes SVD and NMF decomposition for 

image data compression to reduce storage space demand. 

The com-pressed data is then used as input to the model 

to identify Feature maps for style transformation. The 

total loss is employed as the training objective of the 

model, which calculates individual loss to minimize the 

total loss and generates a new style transformed image. 

This approach effectively preserves human contours 

while reducing image size, improving processing 

efficiency.

Abstract

In compressing image data, we utilize SVD or 

NMF decomposition to reduce the dimensiona-

lity of the content image. Since these methods 

can only handle matrices, the original three-

dimensional tensor needs to be converted into 

matrix form before the decom-position process 

can commence. To achieve this, we use the one-

mode method to transform the three-

dimensional tensor into a flatter matrix.

→

𝑋 →  𝑋(1) = 𝑋∷1 𝑋∷2 𝑋∷3

HOSVD HONMF+SVD

Performing data compression using SVD.

Let 𝑋(1) = 𝑈 × Σ × 𝑉𝑇 be given,

then we choose n singulars from 𝑋 1 .
Therefore, we can get 𝑈𝑛 × Σ𝑛 × 𝑉𝑛

𝑇 = [𝑌∷1 𝑌∷2 𝑌∷3].

We obtain a new matrix 𝑌 1 and perform inverse one-

mode to transform it back into a new tensor image 𝑌.

Performing data compression using HONMF.

Let 𝑋(1) = 𝑊r × 𝐻r be given,

then we choose n singulars from 𝐻r.
Therefore, we can get 𝑈𝑛 × Σ𝑛 × 𝑉𝑛

𝑇 = 𝐻r′ .

We obtain a new matrix 𝑌 1 = 𝑊r × 𝐻r′and perform 

inverse one-mode to transform it back into a new tensor 

image 𝑌.

Based on the observed experimental results, it is evident that directly processing uncompressed images with the model does not produce satisfactory outcomes, as the output fails to clearly distinguish the contours of the 

individuals. However, both of the employed methods show significant improvements compared to the uncompressed images, allowing for a clear representation of the facial contours rather than presenting unrecognizable 

stylistic effects. In particular, when applying the HONMF+SVD method, the improvement effect is even more pronounced, enabling better capture of fine details in the images and resulting in sharper and clearer delineation of 

the facial contours, while also performing well in removing stylistic effects.

Conclusion

Experiment Results

Algorithm(Style transfer):

Input: style image 𝑆, content image 𝐶, and model 𝑀

Output: new image 𝑌

Step 1 (Initialization):

Define the style layers 𝑆𝑙𝑎𝑦𝑒𝑟 in 𝑀, 

And the content layers 𝐶𝑙𝑎𝑦𝑒𝑟 in 𝑀

Set 𝑌 = 𝐶

Step 2 (Feature extraction):

Extract the style features 𝑆𝑓𝑒𝑎𝑡𝑢𝑟𝑒 from 𝑀 by 𝑆𝑙𝑎𝑦𝑒𝑟, 

and the content features 𝐶𝑓𝑒𝑎𝑡𝑢𝑟𝑒from 𝑀 by 𝐶𝑙𝑎𝑦𝑒𝑟

Step 3 (Optimization):

Find loss 𝐿𝑡𝑜𝑡𝑎𝑙 for training the model

for 𝑖 = 1, 2,…

𝐶𝑓𝑒𝑎𝑡𝑢𝑟𝑒 = 𝑀(𝐶)

𝐿𝑠𝑡𝑦𝑙𝑒 = 𝐿𝑐𝑜𝑛𝑡𝑒𝑛𝑡 = 0

for 𝑗 in 𝑆𝑙𝑎𝑦𝑒𝑟
𝐶𝑠𝑡𝑦𝑙𝑒𝑔𝑟𝑎𝑚 = 𝐶𝑓𝑒𝑎𝑡𝑢𝑟𝑒 𝑗 × 𝐶𝑓𝑒𝑎𝑡𝑢𝑟𝑒 𝑗

T

𝑆𝑠𝑡𝑦𝑙𝑒𝑔𝑟𝑎𝑚 = 𝑆𝑓𝑒𝑎𝑡𝑢𝑟𝑒 𝑗 × 𝑆𝑓𝑒𝑎𝑡𝑢𝑟𝑒 𝑗
𝑇

𝐿𝑠𝑡𝑦𝑙𝑒 = 𝐶𝑠𝑡𝑦𝑙𝑒𝑔𝑟𝑎𝑚 𝑗 − 𝑆𝑠𝑡𝑦𝑙𝑒𝑔𝑟𝑎𝑚 𝑗
2

for 𝑘 in 𝐶𝑙𝑎𝑦𝑒𝑟

𝐿𝑐𝑜𝑛𝑡𝑒𝑛𝑡 = 𝐶𝑓𝑒𝑎𝑡𝑢𝑟𝑒[𝑘] − 𝑆𝑓𝑒𝑎𝑡𝑢𝑟𝑒 𝑘
2

𝐿𝑡𝑜𝑡𝑎𝑙 = 𝛼𝐿𝑠𝑡𝑦𝑙𝑒 + 𝛽𝐿𝑐𝑜𝑛𝑡𝑒𝑛𝑡
𝑌 = 𝑌 − 𝜆 × 𝛻𝑌𝐿𝑡𝑜𝑡𝑎𝑙

Performing HOSVD 

with n = 150, the 

singular values 

account for 91.91% 

of the total variance, 

and MSE between 

the processed con-

tent and the original 

content is 0.0001.

+

Performing HONMF 

+SVD with r=300 

and n = 150, the sin-

gular values account 

for 92.1% of the 

total variance, and 

MSE between the 

processed con-tent 

and the original 

content is 0.0001.

Upper image: The image presented in the upper 

right corner is obtained by directly inputting the 

data into the model's output without utilizing any 

data compression. As a result, the contours of the 

person's face are not clearly discernible in this 

uncompressed image.

Upper right image: The image shown in the upper right corner represents the outcome achieved by employing HOSVD with n = 150. In comparison to the 

uncompressed image, it is apparent that the compressed image exhibits significantly enhanced clarity and distinctiveness in terms of facial features and contours.

Lower right image: The image depicted in the lower right corner corresponds to the application of HOSVD with n = 150. Compared to the image solely 

subjected to HOSVD, it is apparent that the compressed image enables clearer visibility of facial features and contours.

Input an image

Preprocessing 

one-mode

SVD

𝑈 × Σ × 𝑉𝑇

Choose 𝑛
𝑈𝑛 × 𝛴𝑛 × 𝑉𝑛

𝑇

Post-processing 

inverse one-mode

Output new image

NMF
𝑊 × 𝐻

SVD on𝐻
𝑈H × ΣH × 𝑉H

𝑇
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